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Abstract
We examine issues in testing whether ratings, such as those issued by Moody’s, are consistent across subgroupings. Our main findings are that sector and macroeconomic shocks inflate the sample standard deviations compared to using a simple binomial default probability, and we provide a closed form solution that addresses this problem. We apply these results to two well-known cases: US vs. non-US companies, and Banks vs. nonBanks.
Introduction

Investors, issuers, academics, and financial market regulators, alike, have been increasingly focusing their attention on rating consistency. To encourage and facilitate this scrutiny, Moody’s has for many years published historical default and debt recovery statistics. More recently, the rating agency has published commentary designed to provide guidance about the intended meanings of its bond ratings.¹ In the process, Moody’s has acknowledged historical differences in the meaning of our ratings across broad market sectors – namely, corporate finance, structured finance, and public finance. However, as discussed in prior research, due to certain steps Moody’s has taken internally, these differences are expected to diminish over time.²

This article addresses the issue of measuring rating consistency, and more specifically, it evaluates the reliability of historical default rates as estimates of the true underlying default probabilities associated with Moody’s ratings. The article also provides some technical guidance to interpret the differences in historical annual default rates across bond market sectors. Finally, it concludes with three case studies that are designed to illustrate the usefulness of these methods for comparing the historical default rates of different bond market sectors.

Based upon this work, we make the following observations:

• Rating consistency cannot reliably be measured by a single variable, but rather should be measured against the multiple attributes of credit risk – default probability, loss severity, transition risk, and financial strength.

• Consistency with respect to historical default rates needs to be measured for different horizons; consistency over longer investment horizons is clearly more central to the meaning of Moody’s ratings than consistency over shorter investment horizons.

• Differences in historical default rates can indeed be subjected to rigorous tests of statistical significance, but such tests must incorporate the volatility and persistence of macroeconomic and sectoral shocks.

• The presence of macroeconomic and sectoral shocks means that historical default rates may vary across bond market sectors for fairly long periods of time without necessarily implying fundamental differences in underlying default probabilities. Nevertheless, the observed historical volatility of these shocks does impose limits on expected differences in observed default rates. Therefore, consistency can indeed be rigorously tested along this particular dimension of credit risk.

• For certain sectoral comparisons, such as for Banks vs. Nonbanks and for US vs. Non-US issuers, observed differences in historical speculative-grade default rates may appear significant if the presence macroeconomic and sectoral shocks is ignored, but when the effects of these shocks are considered the differences are no longer statistically significant. This stands in contrast, however, to the experience of speculative-grade issuers in the Utilities sector when compared to Other Companies, where the differences in historical default rates are statistically significant, regardless of whether or not the effects of annual default rate shocks are incorporated into the analysis.

¹ For further discussion, see “The Evolving Meaning of Moody’s Bond Ratings,” Moody’s Special Comment, August 1999 and “Promoting Global Consistency for Moody’s Ratings, Moody’s Special Comment, May 2000.
² For example, Moody’s is placing increasingly greater emphasis on an expected-loss rating paradigm – to promote rating consistency across industries and geographical regions.
Defining and Measuring Rating Consistency

Moody’s ratings provide capital market participants with a consistent framework for comparing the credit quality of debt securities. For example, securities that are currently rated single-A are generally expected to perform similarly to one another and similarly to how A-rated securities have performed in the past. Actual performance will, of course, vary significantly over time and across industries due to random sample fluctuations, irrespective of any difference in expected average loss rates.

Measuring Consistency along a Specific Dimension of Credit Risk

Rating consistency is, however, difficult to measure with quantitative precision. A credit rating compresses four characteristics or credit quality – default probability, loss severity, financial strength, and rating transition risk – into a single symbol that is meant to be relevant to a variety of potential investment horizons and user constituencies. Bonds with the same credit rating, therefore, may be comparable with respect to overall credit quality, but will generally differ with respect to specific credit quality characteristics. For example, debt issuers that are subject to greater potential ratings volatility (transition risk) are generally rated lower than issuers that share the same default probability but have lower transition risk. Moreover, although two issuers carry the same rating, one might have a higher short-term risk of defaulting and another might have a higher long-term risk of defaulting. For all these reasons, it may be difficult, if not impossible, to definitively measure rating consistency.

Although these analytical considerations make the task of measuring rating consistency difficult, it is possible to measure whether the ratings assigned to issuers in different industries and geographical regions have had consistent performance along specific dimensions of credit risk. For instance, one can measure whether loss severity given default has varied systematically across sectors. A recent Federal Reserve study using Moody’s data concludes that the average recovery rates on defaulted bonds have historically been lower for US banks than US non-banks, whereas the average recovery rates on non-US firms have been roughly equal to those of US firms.

Measuring Consistency Based on Historical Default Rates

To better measure its success at achieving rating consistency, Moody’s regularly disaggregates its historical data to identify time periods and sectors in which historical default rates have been higher or lower than the long-term global averages for those rating categories. For reasons outlined above, Moody’s does not intend that all corporate bonds carrying the same rating will have the same historical frequency (or even the same expected probability) of default at, say, the one-year, five-year, or ten-year horizon. Nevertheless, for broadly defined regions and industries, we generally expect that future default rate experience, measured over a suitably long period of time, will be similar for bonds that carry the same rating.

Within the corporate sector – which includes industrials, banks, and other financial institutions of both US and non-US issuers – Moody’s has applied a consistent set of rating definitions to meet the needs of potential crossover investors. However, in response to the different needs of relatively segmented investor groups, Moody’s has in the past applied different meanings to ratings it assigned in other market segments, such as the US municipal and the US investor-owned utility markets. In order to meet the needs of a growing number of crossover investors, Moody’s expects that the meanings of its ratings will converge between these market segments and the corporate sector, a process that has already been underway for almost a decade. However, in response to the needs of investors who are highly sensitive to default and transition risk, Moody’s continues to overweight those aspects of credit risk in certain sectors. For further discussion, see “The Evolving Meaning of Moody’s Bond Ratings,” Moody’s Special Comment, August 1999.

Identifying differences in historical default rates is a relatively straightforward exercise. It is difficult, however, to determine which differences are significant and which are insignificant. A common approach, found in the academic literature, measures the statistical significance for the difference in two historical average default rates under the assumption that the default rates are drawn from independent binomially distributed sample populations. This test of statistical significance is valid, however, only if the sample population default rates in each sector are expected to be constant over time.

In fact, we expect and regularly see large, persistent fluctuations in annual default rates that are due to unpredictable changes in the economic environment. These annual default rate “shocks” to expected defaults rates come in at least two varieties – “global/macroeconomic” shocks which affect all industries and regions, and “sector” shocks which affect individual industries or regions. The presence of these shocks renders the standard significance test invalid. In particular, the standard test will tend to overstate the significance of observed differences in default rates.

**Fluctuations in Default Probabilities Over Time**

**Macroeconomic Shocks Often Explain Shifts in Aggregate Default Rates**

Annual default rates for specific rating categories fluctuate much more widely than would be expected if their true underlying default probabilities were constant over time. While this observation may not be surprising for particular industry sectors where sector shocks are likely to be substantial, it is also true for the broadest aggregations which, though diversified by sector, remain vulnerable to macroeconomic shocks.

**The Example of Speculative-Grade Issuers in Early 1990s**

Chart 1 displays the one-year default rates for Moody’s speculative-grade rating universe between 1970 and 1999. The observed fluctuations in annual default rates are largely the result of changes in macroeconomic and financial market conditions. From a statistical perspective, these fluctuations cannot be ascribed to idiosyncratic risk, i.e., unusual draws from independent, binomially distributed sample populations.

---

For example, the default rates in 1991 and 1996 were 9.9% and 1.6% respectively. What is the chance that these two default rates represent draws from the same underlying statistical distribution? Assuming a constant default probability, the probability of this occurring by chance is effectively zero. A much more reasonable interpretation, however, is that junk bond financing was much tighter and the macroeconomic environment was much weaker in 1991 than in 1996. Hence, a larger fraction of speculative-grade issuers were more likely to fail in 1991 than 1996. Notice also that changes in the default rate tend to be persistent. For example, a high (9.4%) default rate was observed in 1990 and was followed by another year of high defaults (9.9%) in 1991.

**Individual Sectors Also Subject to Random Shocks**

Default rates for specific bond market sectors tend to be more irregular than the aggregate default rate. One should expect greater variations in sectoral default rates than aggregate default rates, because by definition individual sectors have fewer issuers than the composite, and are thus subject to a greater degree of idiosyncratic risk. But random variation cannot explain the bulk of observed differences in realized default rates across sectors. Individual sectors are also subject to random shocks to their underlying default rates.

---

6 The standard test for a difference in means reveals that this 8.3% difference in default rates (9.9% - 1.6%) is eight standard deviations away from zero. There were 726 speculative-grade issuers in 1991, and 1073 in 1996, of which 72 and 17 defaulted in those respective years. Under the (null hypothesis) assumption that the underlying default probabilities were the same and equal their weighted average, which is 4.9% (4.9% = (72+17)/(726+1073)), the appropriate test statistic is

\[ 8.3\% \cdot \sqrt{4.9\% \cdot (1-4.9\%) \cdot \frac{1}{726+1} + \frac{1}{1073}} = 8.0, \]

indicating that the probability of observing this difference in default rates equals the probability of observing a normally distributed random variable 8 standard errors away from its mean.
For example, during the mid-1980s, the default incidence of speculative-grade companies in the US energy sector was considerably higher than that of other similarly rated US companies. One could argue that the oil and gas industry was rated too high during the early 1980s. An alternative interpretation, however, is that the oil and gas industry endured an extraordinary adverse shock. While the possibility of an oil price decline was factored into the ratings in the early 1980s, the ratings assigned to companies in the oil and gas industry also reflected the fact that the probability of the shock occurring was still fairly low.

Consider the historical data presented in Chart 2. The annual default rate was zero in the energy sector through much of the 1970s, it spiked in 1978, and went to zero again for a few years thereafter. During the mid-1980s, however, the industry experienced five years of double-digit default rates. Following the 1999 oil price shock, energy sector default rates have shot back up to 16%.

Should we expect higher default rates in this sector compared to others going forward? The answer is not obvious. Over the sample period, the energy sector’s average default rate was 6.0%, whereas the nonenergy sector’s average default rate was 3.9%. Yet, the difference is much smaller (4.5% for energy and 3.3% for nonenergy) if one calculates simple average, rather than issuer-weighted, average annual default rates. Moreover, dropping just one year, 1999, from the sample would lower the energy sector’s weighted average default rate to 4.9%. Dropping the mid-1980s from the sample (which represents only one oil price shock) would imply a lower default rate for the energy sector than that of the nonenergy sector.
Analysis Confirms Intuition – Observed Default Rates May Reflect Event Risk

This type of impressionistic data analysis provides strong evidence that macroeconomic and sectoral shocks to default rates are important and relevant to one’s interpretation of observed differences in default rates. Our thesis is simple. With at most 30 years of data used for most analyses, macroeconomic and sectoral shocks to underlying default rates materially affect the sample default rate volatility. Higher volatility, in turn, affects the statistical significance of differences in average default rates. Thus, what at first may appear to be a significant difference in default rates, often turns out to be insignificant when reasonable estimates of the variability of default rate shocks are incorporated in the analysis.

Analyzing Default Rate Consistency

Using Historical Default Rates To Estimate Underlying Default Probabilities When Default Probabilities Are Constant Over Time

Objective

This section presents the standard method for estimating the precision with which a historical annual default rate can be used to infer the underlying annual probability of default associated with a given rating level in a particular bond market sector. The method presented is, however, only valid when the underlying probability of default is constant over time.

Approach

Define the following notation:

- \( p \) = the probability of default
- \( n_t \) = the number of issuers in year \( t \)
- \( d_t \) = the number of defaulting issuers in year \( t \)
- \( d_r_t = \frac{d_t}{n_t} \) = the default rate in year \( t \)
- \( T \) = the number of years in the sample
- \( N = \sum_{t=1}^{T} n_t \) = total number of issuers over \( T \) years
- \( D = \sum_{t=1}^{T} d_t \) = total number of defaults over \( T \) years
- \( DR = \frac{D}{N} \) = the weighted average default rate over \( T \) years

If the underlying default probability is constant and equal to \( p \), then it is well known that in large samples the empirical default rates, \( d_r_t \) and \( DR \), will both be approximately normally distributed with their means equal to \( p \) and their standard deviations equal to \( \sqrt{\frac{p(1-p)}{n_t}} \) and \( \sqrt{\frac{p(1-p)}{N}} \), respectively.

\[
d_r_t \sim N\left(p, \sqrt{\frac{p(1-p)}{n_t}}\right) \quad \text{and} \quad DR \sim N\left(p, \sqrt{\frac{p(1-p)}{N}}\right) \quad (1)
\]

The standard deviation of the historical default rate is an extremely useful measure of empirical precision: the true underlying default probability is highly unlikely to be more than two or three standard deviations (if the standard deviation is measured correctly) from the underlying default rate.

7 Extending the analysis to multi-period default rate horizons is relatively straightforward, although adjustments must be made for the use of overlapping data sets.
**Findings**

As shown in Chart 3, this framework implies that the standard deviation of the historical default rate declines rapidly as the sample size increases. The chart depicts two cases, one in which the underlying default probability is 1% and one in which it is 10%. Not surprisingly, default rate volatility is lower when the underlying expected default rate is lower.

**Chart 3**

![Chart showing the standard deviation of default rates under a binomial distribution](chart3)

However, as can be seen in Chart 4, the historical default rate is actually a less precise estimator when the underlying default rate is low if precision is measured as the ratio of the standard deviation to the mean, $\frac{\sigma}{\mu}$, which is often termed the ‘coefficient of variation.’

**Chart 4: Default Rate Precision Under a Binomial Distribution**

![Chart showing precision of default rates](chart4)

When the underlying default rate is 10%, only about 10 observations are needed to obtain a level of precision of about one, whereas over 100 observations are needed to obtain that level of precision if the underlying default rate is 1%. As a result, relatively more observations are necessary to evaluate consistency for investment-grade ratings than for speculative-grade ratings.
Using Historical Default Rates To Estimate Underlying Default Probabilities When Default Probabilities Fluctuate Over Time

Objective

This section extends the basic analysis of the previous section to the case in which the underlying probability of default varies over time, either due to fluctuations in the macroeconomic environment or conditions within a specific bond market sector.

Approach

To incorporate the concept of time-varying underlying default probabilities, we assume that each year’s default rate is normally distributed around a long-term underlying probability \( p \) with an annual shock of mean zero and standard deviation, \( \sigma \).

\[
    p_i = p + \epsilon_i, \quad \epsilon_i \sim N(0, \sigma) 
\]

Under these assumptions, the normal approximation to the probability distribution of the default rate for a single year is updated to include this new standard deviation term in an additive way:

\[
    dr_i \sim N\left(p, \sqrt{\frac{p(1-p)}{n_i} + \sigma^2}\right) 
\]

Findings

As might be expected, the precision of one year’s annual default rate as an estimator of the long-term probability of default improves as \( n_t \), the sample size within a given year, increases. But it can only improve so much. Multi-year observations are necessary in order to reduce the standard deviation below \( \sigma \), which is likely to be about 1.5 times the default probability for a diversified portfolio of investment-grade credits and approximately equal to the default probability for a diversified portfolio of speculative-grade credits.\(^8\)

Since each year’s average default rate is approximately normally distributed, the average one-year default rate measured over multiple years is also approximately normally distributed. Furthermore, because the annual shocks to the default rate are assumed to be independent, and each year \( n_t \) companies are subject to independent time shocks, the multi-year default rate for the entire sample is distributed as follows,\(^9\)

---

\(^8\) These rules of thumb were derived from a Monte Carlo simulation based on Moody’s Corporate Bond Database, 1970-99. In each draw of the simulation, a random year was selected and portfolios of 1,000 random obligors within a specific rating category each were chosen with replacement. (With “replacement” means that firms could be counted more than once.) A default rate was then calculated for each draw. This draw was then repeated 10,000 times. Given the large sample size of each annual cohort, idiosyncratic risk was for all practical purposes eliminated from the estimated default rates. The rules of thumb reported above were derived from the estimated standard deviations of the 10,000 simulated default rates for each rating category.

\(^9\) As discussed in the following section entitled, “Accounting for Persistence in Default Rate Shocks,” the formula needs to be modified if the annual shocks to the default rate are not independently distributed. If, as is quite likely, default rate shocks are positively serially correlated, the formula for the variance of long-term average default rate is more complicated but still solvable. From a practical perspective, simply assuming a higher volatility for the annual shocks can capture the main effect of serially correlated shocks. Positive serially correlation implies that annual shocks have larger impacts, extending over a number of years. Hence, like a higher variance assumption for annual shocks, positive serial correlation reduces the precision with which historical default rates can be used to infer underlying expected default rate parameters.
\[ \text{DR} \sim N \left( p, \sqrt{\frac{p(1-p)}{N}} + \frac{\sigma^2}{N^2} \sum_{t=1}^{T} n_{t}^2 \right) \] (4)

The latter term under the square root sign comes from the fact that each time shock affects the total sample default rate by \( \frac{n_{t}}{N} \), and assuming independence each time period's variance effect is reflected as \( \frac{\sigma^2 n_{t}^2}{N^2} \). As the number of periods grows, \( \frac{n_{t}}{N} \rightarrow 0 \) and \( \sum_{t=1}^{T} \left( \frac{n_{t}}{N} \right)^2 \rightarrow 0 \). Total volatility of the default rate estimate does go to zero as a function of both the number of observations (N) and number of time periods (T).

The coefficient on \( \sigma^2 \), the time shock volatility, is a function of the number of time periods observed and the heterogeneity of those periods. If all periods have equal numbers of firms the coefficient is \( 1/T \), and sample variance declines proportional to the size of the time sample. If periods have different numbers of firms, however, the coefficient is somewhat higher than \( 1/T \), but still strictly declining with the increasing size of the time sample.

Using equation (4), Chart 5 below illustrates how both the sample size (N) and the number of time periods (T) affects the standard deviation of the sample default rate as an estimate of the true default rate. For this illustration, we assumed an underlying default probability of 3.0% and an annual default volatility also of 3.0%, which approximately matches the speculative-grade default experience since 1970. We also assumed an approximately equal number of defaulting firms.\(^{10}\) The bottom line is that sample size is not enough, time is also important. This is particularly relevant to judging new areas. As a new sector may contain many obligors that have been rated during only one to two credit cycles, the sector’s current size may give misleading signals on the reliability of its historical default rate as a guide to its long-term expected default rate.

Chart 5

---

\(^{10}\) For a large sample such as the 1970-99 total speculative-grade universe, with over 17,000 firm-year observations, the annual default rate volatility, \( \sigma \), is approximated well (i.e., within 0.1%) by the simple standard deviation of annual default rates.
**Accounting for Persistence in Default Rate Shocks**

**Objective**

Thus far, we have assumed that the annual shocks to the default rate distribution are independent from one another, so that a high default rate year is equally likely to be followed by a low default year as another high default year. In practice, we know that the shocks to default rates are fairly persistent; that is to say, high default years are more likely to be followed by another high default year. In this section, we demonstrate that the historical default rate becomes a much less precise estimator of the long-run underlying default rate if default rate shocks are highly persistent.

**Approach**

For simplicity, assume that the persistence in default rate shocks can be modeled as a simple first-order autoregressive process,\(^{11}\)

\[ p_t = p + \theta (p_{t-1} - p) + \varepsilon_t, \text{ where } 0 < \theta < 1. \]  

(5)

For example, if the default rate is 10% above its long-run expected level (p), then equation (6) implies that next year’s default rate is expected on average to be \(\theta\) times 10% higher than its normal long-run value.

**Findings**

While this persistence has no impact on the unconditional distribution of any individual year’s default rate, it can greatly increase the volatility of the average default rate measured over multiple years. Intuitively, when default rate shocks are independently distributed, it is quite reasonable to expect them to “average out” over, say, twenty years. If, however, default rate shocks are strongly persistent, then one shock can easily have the impact of three, four or more shocks on a particular twenty-year sample, effectively shortening the number of independent observation periods.

When shocks to the default rate are persistent, the formula that characterizes the volatility of a multi-year historical default rate can be calculated in a straightforward manner – although the result is a messy algebraic expression because each year’s annual default rate is correlated with every other year’s default rate. If the underlying long-run default rate is \(p\), the number of observation years is \(T\), the number of observations each year is \(n_t\), (with \(t=1,2,...,T\)), the default rate shock has a volatility of \(\sigma\), and the shock has an autoregressive parameter \(\theta\), then the historical default rate, \(DR\), is approximately normally distributed as follows:

\[ DR \sim N\left(p, \frac{\sigma^2}{N^2} X \right), \text{ where } X \text{ is defined as...} \]  

(6)

\[ X = \begin{cases} (n_1^2 + (n_{t+1} + \theta n_{t+1})^2 + (n_{t+2} + \theta n_{t+2})^2 + (n_{t+3} + \theta n_{t+3})^2 + \sum_{i=1}^{\infty} \theta^i (n_{t+i} + \theta n_{t+i})^2 + ... \) \\ +(n_t + \theta n_{t+1} + \theta^2 n_{t+2} + \theta^3 n_{t+3} + ... + \theta^{T-1} n_T)^2 \end{cases} \]

\(^{11}\) While the assumption that default rates follow a first-order autoregressive process is reasonable, the approach presented here is quite general and can be applied to any autoregressive or moving average evolution of default rate shocks.
Note that the infinite series in expression (7) converges as long as $\theta<1$, and if $\theta$ equals zero, this complicated distribution collapses to the distribution given in equation (4).\(^{12}\)

When default rate shocks are persistent, the explicit formula for the standard deviation of the average default rate is a complicated algebraic expression for a straightforward reason. Each year's annual default rate is correlated with every other year's default rate, but the number of firms affected each year is different. The difference in the number of firms in each period creates complications. In many bond market sectors, historical data sets start with very small sample populations but then grow rapidly over time. To properly measure the expected variability of the long-term average default rate, it is imperative to capture the fact that early shocks affect only a handful of firms, while later shocks affect many more.

The effects of different values of $\theta$ on the expected volatility of multi-period default rates are presented in Chart 6. Here we have assumed that the sample consists of 20 years of data on 1000 firms in each year. Because of the large sample size, the effect of idiosyncratic risk on the historical default rate is nil because $p(1-p)/N$ is close to zero. As shown in the chart, the standard error of the historical default rate rises exponentially with increases in the default persistence parameter. Volatility rises by 25% if $\theta=20\%$, by 50% if $\theta=35\%$, by almost 100% if $\theta=50\%$, by over 300% if $\theta=70\%$, and so on. Of course, if $\theta=100\%$, every default rate shock would last forever and default rate volatility would be unbounded.

\[\text{Chart 6: Effect of Persistence of Default Rate Shocks on Default Rate Volatility}\]

\[^{12}\] The derivation of this formula is available upon request from the authors.
**Significance Tests For Differences Between Historical Default Rates**

**Objective**
Suppose we observe two different historical default rates, DR₁ and DR₂, for two bond sectors, 1 and 2. How do we know whether (1) the sectors’ long-term underlying default probabilities, p₁ and p₂, are the same and the difference in default rates is due to pure chance, or (2) the underlying default probabilities are in fact the same (i.e., p₁=p₂)? The following discussion offers an approach for answering this question.

**Generalized Approach**
Statisticians generally address this question by estimating the probability of observing the difference in default rates (DR₁ - DR₂), under the assumption (the “null hypothesis”) that the true underlying default probabilities are the same and equal to the weighted average of their historical default rates, \( \hat{p} = \frac{N₁DR₁ + N₂DR₂}{N₁ + N₂} \). If the probability distribution of each sector’s default rate is approximately normally distributed, the appropriate test statistic for this null hypothesis is the same one used whenever one tests for a difference in means between two normal distributions.

Without shocks to the underlying default probabilities, the test statistic is derived from the probability distribution of each sector’s average default rate as summarized by equation (2), which is rewritten here for convenience.

\[
DRᵢ \sim N\left( \hat{p}, \sqrt{\frac{\hat{p}(1-\hat{p})}{Nᵢ}} \right), \text{ for sectors } i=1, 2, \tag{2}
\]

where \( \hat{p} \) is the underlying default probability and \( \sqrt{\frac{\hat{p}(1-\hat{p})}{Nᵢ}} \) is the default rate’s standard deviation.

**Test Statistic When Default Probabilities Are Constant Over Time**

Null Hypothesis \( H₀: \quad E[DR₁ - DR₂] = 0 \)

Test Statistic: \[
Z = \frac{DR₁ - DR₂}{\sqrt{\hat{p}(1-\hat{p})\left(\frac{1}{N₁} + \frac{1}{N₂}\right)}} \tag{7}
\]

This is just a familiar test statistic where the difference in the means of the two samples is divided by the standard deviation of that difference, which is simply the square root of the sum of the two variances when the distributions are independent. Under these assumptions, the Z statistic itself has a standard normal distribution, and the “two-sided test” likelihood (p-value) of observing this difference in default rates is given \( 2\times(1-F(Z)) \), where \( F(\bullet) \) is the cumulative normal distribution function.
When the sectors’ default probabilities themselves vary over time, the relevant distributions of the historical default rates are given by equation (6), again rewritten here for the sake of convenience,

$$DR_i \sim N\left(\hat{p}_i \sqrt{\frac{\hat{p}_i(1-\hat{p}_i)}{N_i}} + \frac{\sigma_i^2}{N_i^2} X_i\right)$$

where $X_i$ is defined as...

for sectors $i=1,2$.

The appropriate test statistic, however, must not only account for the new volatility terms, $\sigma_1$, and $\sigma_2$, but also for the potential correlation of these shocks. In particular, the more correlated the shocks are with one another, the less likely they are to cause observed default rates to vary from one sector to another.

Specifically, assume samples, 1 and 2, which have the following default rate structure:

$$p_{1t} = \hat{p}_1 + \theta_1(p_{1,t-1} - \hat{p}) + \epsilon_{1t}$$
$$p_{2t} = \hat{p}_2 + \theta_2(p_{2,t-1} - \hat{p}) + \epsilon_{2t}$$

$$\epsilon_{1t} \sim N(0, \sigma_1^2)$$
$$\epsilon_{2t} \sim N(0, \sigma_2^2)$$

$$E(\epsilon_{1t}, \epsilon_{2t}) = \sigma_{12}$$

$$\rho_{12} = \frac{\sigma_{12}}{\sigma_1 \sigma_2}$$

Again, the Z-statistic for the difference in means is simply the difference divided by the expected standard deviation of the difference. In this case, however, we need to take into account the potential covariance between the shocks to the two sectors. Using the fact that

$$Var(x - y) = \sigma_x^2 + \sigma_y^2 - 2\sigma_{xy}$$

the appropriate test statistic is given by

$$Z = \frac{DR_1 - DR_2}{\sqrt{\hat{p}_1(1-\hat{p}_1)\left(\frac{1}{N_1} + \frac{1}{N_2}\right) + \sum_{i=1}^2 \frac{\sigma_i^2}{N_i^2} X_i - \frac{2\sigma_{12}}{N_1 N_2} Q}}$$

13 The derivation of this formula is available from the authors upon request.
Note that, if the two sectors have perfectly correlated default rate shocks, identical sample sizes, and the same persistence parameters, the effect of default rate shocks on the distribution of the mean difference in default rates disappears.

If we substitute the correlation coefficient for the covariance term equation (9), we have a complex but highly tractable test statistic for the difference in two mean default rates.

**Test Statistic When Default Probabilities Fluctuate Over Time**

Null Hypothesis $H_0$: $E[DR_1 - DR_2] = 0$

$$Z = \frac{DR_1 - DR_2}{\sqrt{\hat{p}(1-\hat{p})\left(\frac{1}{N_1^2} + \frac{1}{N_2^2}\right) + \sum_{i=1}^{2} \frac{\sigma_i^2}{N_i^2} X_i - \frac{2\rho_{12}\sigma_1\sigma_2}{N_1N_2} Q}}$$  \hspace{1cm} (10)

Equation (10) puts the problem into a tractable form that accounts for all the variables need to test for the statistical significance of an observed difference in two sector’s historical default rates:

- Mean default rates ($DR_1, DR_2$)
- Sample sizes ($n_{1t}, N_1, n_{2t}, N_2$)
- Persistence parameters ($\theta_1, \theta_2$)
- Correlation coefficient ($\rho_{12}$)
- Default rate shock volatilities ($\sigma_1, \sigma_2$).

In general, the probability of an observed difference in default rates can be consistent with identical underlying default probabilities increases whenever the denominator of the equation (10) is large. Therefore, large differences in mean default rates can be expected when sample sizes are small, annual default rate volatilities are large, persistence parameters are large, and correlation coefficients are small.

14 The derivation of this formula is available from the authors upon request.

Case Study I - Comparing the Default Rates of US Speculative-Grade Banks and Nonbanks

What the Data Shows

A comparison of average annual default rates of US bank vs. US nonbank speculative-grade issuers illustrates many of the concerns that arise when assessing this dimension of rating consistency. Moody’s assigned its first (post-World War II) speculative-grade bank rating in 1979. Since then, 33 of the 434 US banks that began any given year with a speculative-grade rating, failed during that same year. By contrast, 559 of 13,401 speculative-grade nonbanks failed during the year they were rated speculative-grade. Using data such as these, some commentators have concluded that the annual historical default rate on speculative-grade US banks (7.61%) has been significantly higher than the corresponding default rate on US nonbanks (4.17%).

As depicted in Chart 7, the differences between the two default rate time series are also quite striking. Since 1979, the nonbank annual default rate has fluctuated fairly randomly between 2% and 6%, except that it reached 9% and 10% in 1990 and 1991, respectively. In contrast, the bank default rate was literally zero between 1979 and 1986, and again zero between 1994 and 1999. Between 1987 and 1993, however, the bank annual default rate averaged 11.5%.

---

15 See, for example, Ammer, John and Frank Packer, “How Consistent Are Credit Ratings? A Geographical and Sectoral Analysis of Default Risk,” Board of Governors of the Federal Reserve System, International Finance Discussion Paper #668, June 2000. Following Ammer and Packer, we are using a broad definition of the banking sector that includes thrifts, which account for many of the sector’s historical defaults. Note that this example and the one that follows contrast the sectoral default rates of “speculative-grade” issuers, similar analysis could have been conducted on specific rating categories, such Ba-rated issuers, because the percentage distributions of Ba-rated, B-rated and Caa-rated issuers were very similar across all the sectoral samples.
As depicted in Chart 8 below, the number of speculative-grade banks has historically been small compared to the number of speculative-grade nonbanks. Moreover, the time patterns of the two time series are quite different. The growth in speculative-grade nonbanks has a pronounced positive secular trend, whereas the number of speculative-grade banks peaked in the late 1980s and early 1990s.

How should these default statistics be interpreted? Does the higher default rate on banks imply that, in terms of annual default rates, speculative-grade banks are riskier than nonbanks? Or, does the banking industry’s greater default rate variability imply that the historical difference between bank and nonbank default rates is a statistical artifact, which is unlikely to be preserved over a longer sample period?

---

16 One might also challenge the consistency of the ratings over time. Were the ratings on banks too low between 1979 and 1986, and again between 1994 and 1999? Were they too high between 1987 and 1999?
Evaluating the Data Using Test Statistics

The test statistics discussed in the previous sections can be used to evaluate these hypotheses. The key data required for these tests are given in Table 1. The calculations of the number of firm years, average default rates, and historical annual default rate standard deviations are straightforward. The idiosyncratic risk-based standard deviation is the average theoretical volatility of annual default rate, assuming no shocks to the default rate and equals

\[ \sqrt{\hat{p}(1-\hat{p})/(N_i/T)} \]

for each sector. The estimated standard deviation of annual shocks to the default rate is the square root of the difference between the historical and the theoretical default rate variances. The estimated autoregressive parameters are obtained by regressing \( dr_t \) against \( dr_{t-1} \) for each sector, and the correlation parameter is sample correlation between the annual time series on default rates for each sector. If both the bank and nonbank samples were drawn from independently and identically distributed sample populations, the difference in historical default rates, 3.4% (=7.6% - 4.2%), would have the standard deviation of

\[ \sqrt{0.043(1-0.043)\left(\frac{1}{13,401} + \frac{1}{434}\right)} \approx 1.0. \]

Hence, the Z-statistic presented in equation (7) for the difference in historical default rates would be about 3.4 (or more precisely 3.48) standard deviations away from zero. As a result, this model implies that the probability of observing this difference in default rates when the underlying default probabilities

17 Our estimates of the historical autoregression and correlation parameters are biased downward slightly because the idiosyncratic risks make the historical default rate time series a “noisy” signal of the annual shocks to the underlying default rates. Given the amount of data generally available, other parameters are also likely to measured imprecisely. In general, uncertainty around the true parameter values implies that it theoretically more difficult to demonstrate that two default rates are significantly different than either the naive or the sophisticated testing models suggest.
are the same for the two sectors is 0.05\%.\textsuperscript{18} That is to say, the likelihood of observing a 3.4\% difference in average annual default rates for these two sectors is 1 out of 2000! Standard statistical measures of significance, therefore, seem to provide irrefutable evidence that the underlying default probability for speculative-grade bank issuers is lower than that of speculative-grade nonbank issuers.

However, adjustments for the presence of time-varying default rates, their persistence, and their correlation, implies that the data do not actually support that conclusion. Inserting the data from the table into equation (10), we calculate a revised $Z$-statistic of 0.6. That is, the likelihood of observing this difference in default rates is the same as the likelihood of observing a realization of any standard normal variable that is 0.6 standard deviations (plus or minus) away from zero. Under this model, the probability of observing one sector with a default rate this much higher than another is 54\%. That is to say, the likelihood of observing this 3.4\% difference in default rates is about 1 out of 2 – which is to say, this difference in default rates is not surprising at all.

**Interpreting the Results**

In conclusion, the naive test, which assumes there are no shocks to the annual default rates, suggests that speculative-grade banks are indeed riskier than nonbanks. However, the sophisticated test, which allows for time-varying shocks to annual default rates, implies that the observed difference in average default rates is not statistically significant.\textsuperscript{19}

What is driving these sharply different conclusions? The results are really quite intuitive. The banking sector experienced a very large adverse and persistent default rate shock during the late 1980s and early 1990s. During the rest of the 1980s and 1990s, the banking sector experienced persistent, favorable shocks. In a sense, we have only three noisy observations on the long-term underlying banking sector default rate. Although the average default rate was a few percentage points higher for banks than nonbanks over the entire period, there is little reason to assume this historical difference will continue into the future.

**Case Study II - Comparing the Default Rates of US and Non-US Speculative-Grade Issuers**

**What the Data Shows**

A case study analysis of the default rates of US and non-US speculative-grade issuers has many features in common with the bank v. nonbank example; however, there are some interesting differences. Like the previous case study, one sector (the US sector) has had a higher annual default than the other (non-US) sector, and the naive test suggests the difference is strongly significant.

In this case, however, a sophisticated test reaches a sharply different conclusion depends less on the presence of large, persistent shocks, and more on the fact that most of the non-US ratings are concentrated in a relatively small portion of the overall sample period. As a result, the historical

\textsuperscript{18} The two-sided proposition – that the difference in average default rates would be either 3.48 standard deviations above or below the mean – occurs with 0.05\% probability under the normal distribution.

\textsuperscript{19} One should, of course, keep in mind that the volatility and persistence parameters needed to implement the sophisticated model are measured very imprecisely, so that one should not assume that the resulting standard error calculations are themselves precise. However, in relying on the simple point estimates for these parameters, we have chosen the most reasonable, available estimates for these parameters. By contrast, the naïve model introduces false precision by implicitly setting all these parameters equal to zero.
data does not cover a sufficient amount of time for annual shocks to the default to “average out.”

Consider Charts 9 and 10, which compare the number of speculative-grade issuers and annual default rates in the US and outside the US. Although there is a long history of speculative-grade issues outside the US, the bulk of all non-US speculative-grade ratings have been assigned in the last six or so years. This is not obvious simply by glancing at Chart 10, but the US one-year default experience has been higher (3.3%) than the non-US experience (1.8%) over the last 30 years. The non-US sector experienced extraordinarily high default rates for a few years in the early 1990s, but the size of the non-US sample was really quite small at that time.

Chart 9: Number of Speculative-Grade Issuers

---

20 Our finds are similar to those reported by Ammer, John and Frank Packer, “How Consistent Are Credit Ratings? A Geographical and Sectoral Analysis of Default Risk,” Board of Governors of the Federal Reserve System, International Finance Discussion Paper #668, June 2000. These authors also conclude, using different methods, that the difference in default rates between US and non-US issuers is statistically insignificant.
Evaluating the Data Using Test Statistics

Table 2 presents the data needed to conduct tests of statistical significance for this case study. The naive test suggests that the difference in average annual default rates, 1.5% ( = 3.3%-1.8%), is again highly significant. The Z-statistic is 3.5 and the p-value, which is the probability that such a difference in default rates could be observed if underlying default rates were actually the same, is again 0.05%. However, once again, the more sophisticated test reaches a sharply different conclusion. In particular, the adjusted Z-statistic becomes 0.31 and the p-value is now 75%.

Interpreting the Results

The basic intuition is that, given the historical volatility of default rate shocks, the expected difference between two sectors’ speculative-grade default rates is actually more likely than not going to at least 1.5%, given that the effective sample period for the non-US sector is only six years long.

Case Study III - Comparing the Default Rates of Ba-Rated US Utilities and Other US Ba-Rated Companies

What the Data Shows

In this particular case, over the last thirty years, the default experience of Ba-rated US utilities has been very low (0.2%), despite the fact that many utilities have been rated in the Ba rating
category during that time period.\textsuperscript{21} In fact, only two have Ba-rated holding companies defaulted. In contrast, the default experience of other Ba-rated US issuers has been higher (1.2\%) during the same sample period.

As shown in Chart 11, the sample populations of Ba-rated utilities and nonutility issuers have been fairly steady over the last thirty years, although Ba-rated utility population peaked in the mid- to late-1970s and the Ba-rated nonutility population peaked in the mid-1980s and late 1990s. The default rate experiences of the two sectors, however, have been quite different. In Chart 12, we see that the default rate pattern of the Ba-rated nonutilities was quite similar to the overall US speculative-grade default rate pattern that is shown in Chart 10. Ba-rated utilities, however, have experienced only two holding company defaults – one in 1989 and the other in 1992.

\textsuperscript{21} We have chosen to focus only on Ba-rated issuers rather than all speculative-grade issuers, because there have relatively few single-B or Caa-rated utilities compared to those rating categories’ share of the overall speculative-grade universe. In contrast, it was appropriate to compare speculative-grade default rates in the other case studies because all the sectors being compared had very similar distributions within speculative-grade across the Ba, B and Caa rating categories.
Evaluating the Data Using Test Statistics

Table 3 presents the significance test statistics for this case study. Here we see that the 1.2% (1.4%-0.2%) difference in default rates is highly significant under the naive testing model. The Z-statistic is 3.2, with a p-value of 0.1%. That is, if the true underlying default rates were the same in the two sectors, the probability of seeing a difference in default rates this large would be only 1 out of 1000.

In this case, the sophisticated test also suggests the difference in default rates is highly significant. The Z-statistic is 2.4 and the p-value is 1.5%, which implies that if the true underlying default rates were the same in the two sectors, the probability of seeing this difference in default rates would be only 15 out 1000. In this example, the volatility of shocks to the nonutility sector is indeed large (1.3%) and persistent (24%).\(^{22}\) However, the two utility sector defaults that were observed during the sample period can easily be explained by pure random variation from a constant default rate distribution. As a result, both the default rate volatility of the utility sector and its persistence are estimated to be zero.

Interpreting the Results

How should one use this sort of information to interpret the current ratings on US utilities? Does this mean that Ba-rated utilities are currently rated lower than they should be relative to other Ba-rated companies? Perhaps. However, there are a number of questions that need to be considered before drawing such a conclusion.

1) Are the experiences of Ba-rated utilities and nonutilities closer with respect to their long-term default rates than they are with respect to their annual default rates?

2) Are utilities subject to greater loss severity in the event of default than nonutilities?

\(^{22}\) Note that these parameter values for Ba-rated sector are, as expected, somewhat lower than their corresponding values for the overall speculative-grade universe, where average default rates are also higher.
3) Are utilities subject to greater transition risk than nonutilities?
4) Have the dynamics of the utility industry or Moody’s ratings on the industry changed in a way that makes the historical default experience by rating category a poor guide to expected future experience?

While it seems quite likely that the answers to the first two questions are “no,” the answers to other two questions may be yes. The US utility sector may be subject to higher than average transition risk. Many utilities have relatively weak intrinsic financial strength, and thus their long-term debt service capabilities are dependent on public support, which is highly likely to be forthcoming but nonetheless still uncertain.

Nevertheless, the low historical default incidence in the utility sector might have indeed led Moody’s to upgrade many issuers had the industry not undergone dramatic change in recent years. The industry has recently been deregulated, and the market has become more competitive. This suggests that past experience may be a poor guide to future default experience in this sector.23

This final case study is particularly interesting because it illustrates that the historical volatilities of annual default rates shocks do impose limits on the expected differences in average default rates. That is, the sophisticated testing model does find some differences in historical default rates to be significant.

Appendix: Recent Academic Research on Rating Consistency

Public scrutiny of rating consistency has increased as ratings have come to play a larger role in portfolio risk management models and in financial market regulation. Academic research on rating consistency has recently been stimulated by the Basel Committee’s rating-sensitive bank capital model proposal, which was announced in June 1999. The academic literature on rating consistency has focused on three primary areas – potential inconsistencies across rating agencies, across industry segments, and across geographical regions.

Inconsistencies across Rating Agencies

Differences in the meaning of ratings across rating agencies have been widely documented (Beattie and Searle [1992],24 Cantor and Packer [1994],25 Jewell and Livingston [1999],26 and the Basle Committee on Banking Supervision [2000]27). The

---

23 For more information, see “Changing Environment for Electric Utilities Prompts Additional Shifts in Analytic Focus,” Moody’s Special Comment, April 1998 and “Electric Utilities Industry Outlook,” Moody’s Special Comment, October 2000. Ironically, since this paper was first written, the holding companies of two electric utilities – Southern California Edison and Pacific Gas & Electric – have defaulted. From a purely technical perspective, our analysis would not be altered by the addition of these two defaults to our data set because these companies were never rated Ba. From a broader perspective, however, their defaults provides clear evidence that going forward there is little reason to expect that default incidence will remain lower in the utility sector compared to other sectors.


absence of uniformity in the meanings of the rating scales used by different agencies is hardly surprising. Each rating agency employs a different verbal set of meanings for its ratings. Moreover, even for Moody’s and S&P – the only rating agencies that publish their historical record – the default rate experiences of their ratings are quite different if one accepts the standard mapping that is usually applied between their ratings. Furthermore, there are strong competitive forces that are likely to drive differences in the meanings of ratings across agencies.

**Inconsistencies across Industries**

Academic researchers have also examined differences between the performance of Moody’s bank and nonbank ratings. In particular, Nickell, Perraudin, and Varotto [1998]\(^28\) note that, between 1970 and 1997, Moody’s bank ratings were more volatile than Moody’s industrial ratings. These authors did not, however, find evidence that the default rate experiences of these two sectors were significantly different.

In contrast, Ammer and Packer [2000]\(^29\) conclude that Moody’s ratings on speculative-grade banks were associated with significantly higher default rates than similarly rated US industrials during the 1983-1998 period. Further analysis by these authors, however, reveals that the differences in default experiences are attributable entirely to US thrift industries’ unusually high default rates between 1989 and 1991.

**Inconsistencies across Geographical Regions**

A second topic generating academic interest is that of the potential geographical inconsistencies. In particular, Beattie and Searle [1992] investigate whether there might be a so-called “home-country” bias. They find some evidence that local rating agencies rate their domestic companies higher than foreign rating agencies. However, Cantor and Packer [1994] demonstrate that, at least for ratings of international banks, differences in ratings assigned by home and foreign agencies result principally from differences in the rating scales applied by individual rating agencies, rather than a home-country bias. That is, the local rating agencies uniformly rate higher than the international rating agencies.

Ammer and Packer [2000] further examine the potential for a home-country bias, focusing specifically on the historical database that Moody’s has made publicly available. They observe that, between 1983 and 1998, the average one-year default rate for speculative-grade non-US issuers was lower than that for US issuers. However, after controlling for the year of issuance, they find that the differences are not statistically significant. In particular, they note that 78% of their non-US observations (compared to 48% of their US observations) come from the last seven years of their sample, when default rates were particularly low both in the US and abroad.


Implications for the Consistency of Moody’s Ratings

The academic literature has identified two cases where the average default rates associated with Moody’s corporate ratings were different across sectors. In each case, however, the literature has concluded that the observed differences can be attributed to special circumstances that support the view that the ratings had been assigned in a consistent manner. As discussed in this Special Comment, these factors can be introduced systematically into the analysis of rating consistency by explicitly recognizing the role of global/macroeconomic and sectoral shocks into the estimated statistical distributions of expected default rates.

Going forward, however, the sector may in fact become more exposed to sectoral shocks and, perhaps, higher average default experience by rating category due to the ongoing structural and competitive changes currently underway in that industry.1