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Abstract

The empirical evidence that the consumption—-wealth ratg, has strong in-sample predictive
power for future stock returns has been interpreted as evidence that consumers take account of future
investment opportunities in planning their consumption expenditures. In this paper we show that the
predictive power otayarises mainly from a “look-ahead bias” introduced by estimating the parame-
ters of the cointegrating regression between consumption, assets, and laborimsample When
a similar regression is run, replacing the log of consumption with an inanimate variable, calendar
time, the resulting residual, which we lakiay, is shown to be able to forecast stock returns as well
as, or better thargay. In addition, botlrcayandtay lose their out-of-sample forecasting power when
they are re-estimated every period with only available data.

0 2004 Elsevier Inc. All rights reserved.

It is now widely accepted that aggregate security returns contain predictable com-
ponents. Proposed predictors of returns include interest (abetner, 1975; Fama and
Schwert, 1977)the market dividend yiel@Campbell and Shiller, 1988; Fama and French,
1988) the term spread and junk bond yield spré@&ama and French, 198@%nd the book-
to-market ratio(Kothari and Shanken, 1997Pn the other handBossaerts and Hillion
(1999)andGoyal and Welch (2003)ave cast doubt on the existence of any of sample
return predictability.
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Most recently, a new variableay, the deviation of (log) aggregate consumption from
its predicted value based on a cointegrating regression between (log) consumption,
(log) aggregate assets;’, and (log) aggregate labor income;’, has been found to be a
stronger predictor of both the real return on stocks and the excess of the return on stocks
over the riskless interest ratedttau and Ludvigson, 2001LL)). This new variable ex-
plains around 9% of both real market returns and excess market returns over the period
1952.4 t0 1998.3 in predictive regressions using quarterly data. The theoretical justification
that is offered for the predictive power c@ly is based on the assumption that individuals
are able to take account of future (risky) investment opportunities in making their cur-
rent consumption decisions, which implies that aggregate consumption carries information
about future returns. If this indeed were the case, we would expecBineariable to be
able to forecast returns out of sample. In this paper we show that the predictive power of
cay is entirelyin-sampleand arises mainly from a “look-ahead bias” that is introduced
by estimating the parameters of the cointegrating regression between consumption, assets,
and labor incomeén-sample Consequentlycay has no power tdorecastreturns out of
sample, and the in-sample predictive power of this variable cannot be taken as evidence
that consumers are able to take account of expected returns on risky assets in making their
consumption decision’s.

The theoretical framework starts from the log-linearized version of the standard budget
constraint relating wealth, consumption, and portfolio returns:

Wt+l = (1+ Rw,t+l)(Wt - Ct)7 (1)

whereW; is aggregate wealth at the beginning of peripd; is consumption, an®,, ;+1
is the return on aggregate wealth.

Equation(1) can be shown to imply the followingpproximateexpression for the log
consumption—wealth ratio:

o
Cr— Wy~ Zplw("w,t—i-i — Aci4i), 2)
i=1
where lower case letters denote log variabless the difference operator, ang, is the
steady state investment ratidy — C)/ W. Taking conditional expectations of both sides
of (2) yields:

o
c—w X E; szw (rw,r+i — Acr4i). (3
i=1
Equation(3) implies that the current (log) consumption—wealth ratio must forecast ei-
ther future returns on aggregate wealth, or future growth rates in consumption. In order to
make Eq(3) operational it is necessary to replace the unobservable aggregate wealth vari-
ables,w, andry, ;+;, with observable proxies. In LL, these variables approximatedy

1 Financial economists are more interested in ¢ékenomic(out-of-sample than the statistical (in-sample)
importance of return prediction. Bossaerts and Hillion, and Goyal and Welch (op. cit.) emphasize the distinc-
tion between in- and out-of-sample predictabilitgwellen and Shanken (2008)jscuss the role of learning in
producing in-sample return predictability where there is no out-of-sample predictability.



M.J. Brennan, Y. Xia / Finance Research Letters 2 (2005) 1-14 3

aggregate assets,labor incomey, and the returns on assetg, and on human capital,
to yield:

o
¢ —wa — (l—w)y X E; Zpiw{ [@Fa.i+i + (L= @)rp4i | — Aciti )
i=1
+ (1 - w)z, 4)

wherez, = E; Z;’ilph"(Ay,HH — rpi+14i)- Since all the terms on the right-hand side
of (4) are assumed to be stationacgy= ¢; — wa; — (1 — w)y, is also stationary, so that
¢, a, andy must be cointegrated, armdy is the deviation from their common stochastic
trend. Equatioirf4) then implies thataymust forecast either future market returns or future
consumption growth.

1. Granger representation and the predictive power of cay

The budget constraint, which is the basis for &), implies the forecastability of either
future asset (human capital) retungs(r;) or future consumption growthc, or both, by
cay. From an empirical point of view, the predictive relation betweagandr, (r;) or
Ac is established by the Granger Representation Theorem (GR?), df, and y, are
cointegratec@ndthe vectorx = [c, a, y]’, can be represented as a non-statiopdhyorder
vector auto regression (VAR), then the GRT states that there exist pararfetelating
the change in the vector of consumption, wealth and labor incameand the one-period
lagged values of the cointegration residuals,

Ax,:;let,1+-~-+§pr,,p+a—Bszl-I-é‘t. ()

Therefore, whether the variablesa, andy are cointegrated and whether the cointegra-
tion residualcay has forecasting power fay,, and therin turn for rsgp 500 are empirical
guestions.

The within-sample estimate&y do not seem to forecast growth in labor income or
growth in consumption in the sample of 1952.4 to 2000.4, but there is weak evidence that
cay, helps forecast growth in wealth:

Aa, 41 = —0.19+0.32cay,_;, R?=0.037,

(1.88) (1.96) ©

2 There is a subtle timing issue: whitg and y; are flow variables for period which are reported at the
end of periodz, a; is asset wealtlat the beginning of period. The GRT implies thatay, forecastsAa;. 1,
and in turn the corresponding stock return, But; , 1 = a,,1 — a;, as well as the corresponding stock return,
is the change between the beginning of perichd the beginning of period+ 1 (or, equivalently, the end of
periodr). Since the calculation afay, requires information om; andy; which is available only at the end of
periodr, a forecast ofAa,1 from cay, is not feasible becauska, 1 is realizedoefore cay can be calculated.
Therefore, the GRT itself does not imply that real-time knowledgeayfwould allow one to forecast future
changes in wealth or its corresponding stock returns. Empirically, the variable calculated at the end of period
t — 1 or beginning of period, cay,_1, can also help forecagta, 1 (and in turn the real stock return) in sample,
so we report this feasible predictive regression in B).even though the GRT does not stipulate that the twice-
lagged cointegrating residual must forecast the growth rate of at least one,air y.
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whereAa; 11 = a,;+1 — a; anda, is measured at the beginning of perio&ince growth in
wealth is highly correlated with stock returns for the same period,

Ad;41 = 0.004+40.20lrsgpsoar, ~ R2=0.718 .
(5.78) (1399 Q)
results from Eq(6) thus seem to suggest thedy canin turn weakly forecast stock re-
turns.

LL estimate a cointegrating regressioncadin a andy, using data from the whole sam-
ple period, and obtaigay as the residual from this regression. When quarterly S&P 500
Index real returns or excess returns are regressed on the lagged v@dyetbé regression
is highly significant, the correctedstatistic oncaybeing in excess of 2, and tR? being
around 9%. This predictive relation is far stronger than those obtained previously for other
predictors such as the dividend yield or term spread. It is also surprising in view of the
lack of success of professional fund managers in timing the market despite the expenditure
of millions of dollars on researc(Philips et al., 1996)In addition, the strong predic-
tive power ofcay for future stockreturns, which is only indirectly implied by the GRT,
dominates in statistical significance its predictive power for fuaggetreturns, which as
shown in Eq.(6) is only marginally significant despite the fact that the relation between
cayand futureassetreturns is directly implied by GRT. This suggests that the forecasting
power of cay for stockreturns is much more than a mere statistical consequence of the
GRT.

While LLs findings can be interpreted simply as another piece of empirical evidence
of time variation in stock returns and in-sample return predictability, it is important to un-
derstand why such a strong predictive relation exists and whether it is genuine or simply a
statistical artefact. The interpretation given in LL is that the finding is consistent with opti-
mization by consumers, who seek to smooth consumption, and anticipate future changes in
asset values when making consumption decisions. If this is indeed the reason for the strong
predictive power oftay, then the findings of LL have important implications. First, they
imply that the representative consumer has good information about future excess returns
despite the fact that attempts to find timing ability among professional investment man-
agers have largely failed. Secondly, thé of around 9% implies that a high proportion of
the variation in excess returns is due to variatiomxpectedeturns, which has important
implications for the volatility of asset pricésThirdly, as LL point out, the results have the
important policy implication that large swings in the prices of houses and financial assets
need not be associated with large movements in consumption since the wealth effect of as-
set prices on consumption may be muted by changes in investment opportunities. Finally,
the important role that they find faray as a predictor for the investment opportunity set
points to the need to take account of time-variation in investment opportunities in asset
pricing models.

3 AsCochrane (1991points out, excess volatility is the other side of the coin to time varying expected returns.
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2. Comparison of cay and tay

Since neither the budget constraint nor the Gi€F seprovide an economic or statis-
tical rationale for the strong predictive powera@y relative to that of other variables that
have been analyzed, it is important to assess the robustness of LL's results and to con-
sider whether the reported statistical significance overstates the economic importance of
the predictive relation.

There are several possible interpretations of LL's results other than the one given above.
One possibility is that exceptionally high consumption (in relation to wealth) leads to ex-
ceptionally high profits in the future, and that it is the profits that lift stock pric®second
possibility is that business cycle related deviations of the consumption—wealth ratio from
its long run level are coincident with business cycle variation in the market risk prefnium.

A third possibility, and the one that we shall concentrate on here, is the “look-ahead” bias
(ex-post trend fitting) that arises from the fact that the coefficients used to gecayaie
estimated using the full data sam§le.

LL are aware of this potential bias and therefore, in addition to their primary results,
they report out of sample tests which compare the forecasting performageg*ofith
that of other predictor variables, wheray* is the value otaythat is estimated using only
prior data onc, a, andy. Their results are summarized Tiable 1 The table shows the
proportional reduction in the root mean square of the forecasting error of market excess
returns whertay is included as an additional regressor in the forecasting model (nested
comparisons), or wheoay is used as the predictor in place of the other predictor (non-
nested comparisons). The ‘Cointegrating vector re-estimated’ column refers to the effect
of cay* which is estimated using only prior data, while the ‘Fixed cointegrating vector’ col-
umn refers to the effect @@ywhich is obtained using the whole sample. It is immediately
apparent that the forecasting contributioreas, which is subject to the ‘look-ahead’ bias,
is from 3 to 10 times greater than thata@y*. Thus, on the basis of LL's own analysis, the
‘look-ahead’ bias does indeed appear to be an important issue.

In order to determine whether or not the forecasting poweaghrises simply because
it fits the trend better in the sample, we estimate a simple OLS regressiamafandy,’
wheret is calendar time in months and all standard errors rasttistics are computed

4 Itis possible that the information on consumption and wealth does not become available to the market until
the following quarter and that when it is revealed it has a market impabierman and Schwert (198%)port that
Israeli index bond prices do not fully reflect recent information about inflation until the official announcement.

5 Brennan et al. (2004Fama and French (198%eim and Stambaugh (1986Yerez-Quiros and Timmer-
mann (2000)andWhitelaw (1997 gll show that the equity premium tends to fall during business cycle expansions
and to rise during recessions.

61nan independent studgvromov (2002)also finds thatay displays an impressive predictive power only
when the shares of asset wealth and labor income (in total wealth) are based on data realized subsequent to
the prediction period, and that when constructed using quantities available at the time of prediction, it has poor
predictive power and is dominated by traditional predictors such as the book-to-market ratio and the earnings
yield.

7 Data onc, a, andy come from Sydney Ludvigson's web stiétp:/www.econ.nyu.edu/user/ludvigsons/
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Table 1

One-quarter ahead forecasts using in-sample and out-of-sample estimzags of
Cointegrating vector re-estimated (%) Fixed cointegrating vector (%)

A. Nested comparison

1 cay, vs. AR 25 7.8

2 cay,_1vs. AR 15 45

3 cay; vs. const 16 7.9

4 cay,_ vs. const o 43

B. Non-nested comparison

1 cayvs.r —ry 2.8 9.2

2 cayvs.d—p 3.9 103

3 cayvs.d —e 1.8 83

4 cayvs.RREL 0.8 7.3

Notes This table, which is based on LL's Table 1V, shows the percentage reduction in the root mean square
forecast error of excess returns on the S&P Composite Index as a result ofagaga predictor. In Panel A the
comparison is between a prediction regression with one predictor, either the lagged return (AR) or a constant, and
a prediction regression that includéay. In Panel B the comparison is between a prediction regression with the
specified regressor (- ¢, d — p, d — e, RREL and a prediction regression wigdyas the predictor. The column
labeled ‘Cointegrating vector re-estimated’ refers to out of sample forecasts in which recursive regressions, using
data from 1952.4 to 1968.1, are used to estimate both the paramet&y iand the forecasting model each
quarter. In the column labeled ‘Fixed cointegrating vector,’ the cointegrating parameters used to esijpate

set equal to their values estimated in the whole sample.

with correction for heteroscedasticity and autocorrelation:

t = —162485+ 85.15q 4 83.38y, R?=0.99.

(5112 (9.06) (9.07) (8)

The residual from Eq(8), fay, provides a simple null hypothesis against which to eval-
uate thecay predictor, for it is clear that, unlike, the simple time trend only represents
an ex-post trend fitting and cannot involve any forecasting or optimization. The residual
fay has a correlation of.@5 with cay.

Table 2reports the estimation results of predictive regressions for the S&P quarterly real
return,r;, and the S&P quarterly excess returfi, which is measured relative to the return
on a rolled over portfolio of 30-day T-bills. The coefficient 08T4 oncay,_, reported in
column (3) of Panel A compares with a corresponding coefficientz#®reported by LL
for a slightly shorter sample period, and thé of 0.076 compares with their value ofd®;
Panel B contains results for the S&P excess return that are also close to theirs.

The most striking result ifable 2is that in every casty performs better as a predictor
thancay. Concentrating on the results in Panel A, the regression daipg, has ank?
of 0.100, compared with.076 forcay,_,. When the variables are lagged one more period
(regressions 2 and 4) the corresponditfg are 0077 and 0043. When the lagged values
of both variables are included in the same regression in columita),; enters with a
t-statistics of 238 while thez-statistics oncay,_, drops to 077. The results are similar
when two-period lagged values of both variables are included (column (6)). The results for
the S&P excess return reported in Panel Bralble 2are also similar. The overall picture
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Table 2
Forecasts of quarterly returns usiaay, fay, and other predictors

A. S&P real return 1952.4 to 2000.4

(1) (2 (3) 4) (5) (6) ) (8) C)] (10)
constant (010 Q011 -1.138 -0.882 —-0.383 —0.053 Q010 Q011 Q011 Q011
(1.98 (2.11) (319 (241 (075 (011 (173 (202 (1.76) (1.96
cay,_q 1.874 0642
(3.29) (0.77)
cay,_o 1.457 Q103
(2.46) (0.1%
fay,_1 0.004 Q003
(4.78) (2.38)
fay,_» 0.004 Q004
(4.22) (2.80)
fa,_q 0.001
(2.39
Ca_1 0.026
.27
1 0.002
(3.40
_1 0.600
(2.30
R? 0.100 Q077 Q076 Q043 Q099 Q072 Q025 Q051 -0.005 Q031
B. S&P excess return 1952.4 to 2000.4
1) (2 (3) 4) (5) (6) (7) (8) 9) (10)
constant (10 Q010 -1.107 -0.805 -0.503 -0.114 Q010 Q010 Q010 Q010
(1.99) (2.06) (324 (236) (099 (025 (1.7 (198 (176 (199
cay,_1 1.823 Q0837
(3.28 (1.01)
cay,_o 1.330 Q203
(2.40) (0.27)
fay,_1 0.004 Q003
(4.60 (1.95
fay,_» 0.003 Q003
(3.99 (2.40)
fa;_1 0.001
(2.25
ca;_q 0.040
(0.40
y,_1 0.002
(3.11)
i1 0.531
(213
R? 0.086 Q061 Q075 Q037 Q089 Q057 Q023 Q040 -0.004 Q024

(continued on the next page
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Table 2 Continued

C. Real interest rate 1952.4 to 2000.4
(1) (2)

constant —0.0190 00035

050 (471
cy_, 00366

(0.60)

fay,_; 0.0003
(3.3

R? —0.001 Q097

Notes The table reports estimates from OLS regressions of stock returns and real interest rates on lagged vari-
ables. Variableeay is from LL and variablefay is defined in Eq(8). Variablefa (¢a) is the residual from the
regression of time (consumption) on a constant and asset wealth. Vayi&bj@ is the residual from the regres-

sion of time (consumption) on a constant and labor income. The S&P 500 Index real return is constructed as the
difference between the logarithm of one plus the nominal return on the S&P 500 Index and the logarithm of one
plus the realized inflation rate as measured by the CPI index. The S&P 500 Index excess return is constructed as
the difference between the nominal return on the S&P 500 Index and the 30-day T-bill rate. The real interest rate
is constructed as the difference between the 30-day T-bill rates and the realized inflation rate. Heteroscedasticity
and autocorrelation correcteetatios are in parentheses.

presented by the table is that, when it comes to predictiays‘as good azay, and
perhaps a bit bettér.

Columns (7)—(10) of the table explore the individual roleszadind y. fa andca are
the residuals from the regressions of, respectively, calendar time and log consumption on
the log of aggregate assetsfy andcy are defined analogously using incomén place
of assets:. Columns 7 and 9 show thé retains the in-sample predictive power with a
t-statistic of 239 and ank? of 0.025; on the other hangk has no predictive power. Thus,
even if we were to accept the hypothesis that the consumption—wealth ratio has predictive
power for asset returns (where wealth includes human capital as well as financial assets),
the same approach shows that the consumption—assets ratio has no predictive power for
asset returns.

Column (10) shows that the estimated residual consumption—incometyatias pre-
dictive power ®? ~ 3.1%)—high consumption relative to income predicts high future
returns. However, it turns out thBt does even betteR? ~ 5.1%). It seems likely thaily
also tracks the business cycle.

Figure 1plots the time series @@yandtay. The current level ofayis just as foreboding
as that ofcay for returns in 2000 and beyond even thoudhas no foresight. The reason
that both variables are currently negative is thas well above its historical trendy(is
below its historical trend).

Growth in wealth is not only highly correlated with stock returns, it is also positively and
significantly correlated with the real interest rate calculated as the difference between

8 Both Stambaugh (1999nd Amihud and Hurvich (20043how that the predictive coefficient estimates as
reported inTable 2are biased. We implemented both the Stambaugh bias correction formula and the Amihud—
Hurvich bias reduction regression and found that the bias-corrected coefficient estimates are close to those
reported inTable 2



M.J. Brennan, Y. Xia / Finance Research Letters 2 (2005) 1-14 9

T T T T

o=
-

-15 | —
[

1 1 | i I | | |

1952.4 1958.4 1964.4 1970.4 1976.4 1982.4 1988.4 1994.4 2000.4

Fig. 1. The figure plots the time seriestaly and modifieccay. cayis demeaned and multiplied by 500.

the one-month T-bill rate and the CPI inflation rate:

Adai+1=0.005+0.649;,  R?>=0.045
(289 (2.68)

Since the GRT implies thafay forecastsAa and sincer is significantly correlated with
Aa, the logic of the forecasting power oy for stock returns implies thafay also helps
forecast the real interest rate, which is an element of the individual’s future investment
opportunity set as well. In Panel C®&ble 2 we report the result of regressing the realized
real interest rate onay,_; andfay,_,. cayhas no predictive power for real interest rates.
However, somewhat surprisingfgy predicts the real interest rate as well as it predicts real
S&P 500 Index returns: th&? for both is around 10%. Whefay is high, the real interest
rate also tends to be high. Further examination shows that this is because high real interest
rates tend to be associated with periods in which labor incgtyie,below trend.

The results in this section have shown that, when the cointegrating vector is estimated
samplereturn forecasts constructed from the inanimate variable, calendar,tpaeform
at least as well as those constructed from aggregate consumption, suggesting that the fore-
casting power otayis most likely due to the ex post successful fitting of the trend within
the sample. In the following section we compare the out-of-sample forecasting power of
caywith that oftay.
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3. Out of sample comparisons

Examination of the out-of-sample forecasting performanagagfandtay serves to ad-
dress the issue of whether the in-sample performance is mainly due to a “look-ahead” bias
so that the apparently strong in-sample results are likely to be spurious. In recent years,
researchers have cast doubt on the reliability of predictive regressions for stock returns be-
cause predictor variables such as the dividend yield, yield spreads and short term interest
rates are highly persistent. For examgterson et al. (1999ndTorous et al. (2004r-
gue that persistence in batitpectedtock returns and the predictive variable would cause
spurious regressions in which thestatistics and?? will be biased upwards. The auto-
correlation of therealizedreal S&P 500 Index return is only 0.1, but the persistence of
the expectedstock return is not knowa priori, so that the simulation results Ferson
et al. (1999%gre not directly applicabl2 Out-of-sample forecasting performance provides
an alternative check since, if the in-sample predictive relation is spurious or unstable, we
should not expect to detect any out-of-sample forecasting ptwer.

In constructing comparisons of the out-of-sample forecasts for S&P 500 Index returns,
we broadly follow LL. The first set of forecasts is constructed using valuespfind
tay from fixed cointegrating vectors that are estimated using data from the whole sample
period from 19524 to 20004.11 Separate predictive regressions for the S&P 500 Index
real and excess returns are estimated using baytand fay as predictive variables. In
addition, we report results for forecasts based on both one and two-period lagged values of
the predictors to allow for the possible effect of data publication lags.

In order to construct the out-of-sample forecasts, the predictive regressions are esti-
mated recursively using data from 19520 the quarter immediately preceding the forecast
period, and the first forecast period is set at 1968anel A inTable 3reports root mean
squared errors (RMSE) for the forecasts basetx@u cointegrating vectors. The results
for the S&P 500 Index real and excess returns are qualitatively similar. Like LL, we find
that cay improves on the constant forecast: the reduction in the RMSE is around 1.9%
(1.75%) for the real (excess) retuthHowever, we find thafay predicts even better than
cay. it reduces the RMSE by about 2.1% (1.3%) relativedgfor the real (excess) return.

The pseudar? is calculated as one minus the squared ratio of RMSE from the predic-
tive regression usingay or fay to RMSE from regression using a constant so that a larger
pseudoR? indicates a larger reduction in the mean square forecast error of the variable
relative to the constant forecast. It is around 3.7% (3.5%) wdanis used to forecast

9 Our own simulation evidence shows that there is virtually no bias in the predictive coefficient estimates
for cay or fay. In our simulation, stock returns are generated from simulated predictive variable with the same
autoregressive coefficient and first two momentsa@gor tay) together with the same predictive coefficient as the
correspondingay (or fay) predictive coefficient. The simulated stock returns also have the same autoregressive
coefficient and the first two moments of the S&P 500 Index return.

10 It is not uncommon when dealing with stock returns to find that strong in-sample predictive power does not
survive out of sample. In a comprehensive stllyssaerts and Hillion (1999)nd strong in-sample but dismal
out-of-sample forecasting power of equity returns across nine countries. Their analysis of the power of the test
shows that the dismal out-of-sample performacaenotbe attributed to a lack of power in out-of-sample tests.

11 values ofcayare taken from Sydney Ludvigson's home palatép://www.econ.nyu.edu/user/ludvigsons/

2L (2001, Table IV)report a 1.6% improvement for the real return.
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Table 3
Root mean square errors and pseu)ﬁofor out-of-sample forecasts of real returns and excess returns ca&yng
andfay for the period from 196& to 20004

Panel A. Fixed cointegrating vector

Constant  cay,_1 @y, _1 cay_» @y, »
Root mean square error
S&P real return ®837 00821 00804 00833 00809
S&P excess return .0817 Q0803 00792 00815 Q0798

Pseudar? (%)

S&P real return 7 7.83 111 659
S&P excess return .35 597 037 466
Panel B. Cointegrating vector re-estimated
Constant  cayP'$ @Ps @y apPs @Ps @y,
Root mean square error
S&P real return ®m837 Q0872 00846 00851 00868 00845 00840
S&P excessreturn  .0817 00850 00828 00831 00845 00827 00822
PseudaR? (%)
S&P real return —8.46 —-211 -3.25 —7.39 —1.94 -0.72
S&P excess return —-8.31 —2.62 —-353 —7.08 —2.44 —-1.27

Notes The table reports the root mean square errors, RMSE, and p&8u@hich is calculated as one minus the
squared ratio of RMSE from predictive regression usiaigor fay to RMSE from regression using a constant),
for out-of-sample one-quarter-ahead forecasts of the real ratarmd the excess returfi on the S&P Composite
Index for two different forecasts. The column titled ‘Constant’ reports the RMSE using the prior sample mean as
the predictor. The column titlecdy; _; reports the RMSE for a forecast gf (rf) usingcay,_; as a predictive
variable where the predictive regression is estimated by ordinary least squares using all the sample data from
19524 to the immediately preceding quarter; the column titiég _, corresponds to forecasts baseday, _»
as the predictor. The columns titlégy are constructed in a similar fashion. The initial prediction period for the
contemporaneous predictors is 1958nd the final one is 2009, the predictions for the lagged predictors start
one (two) period(s) later.

In Panel A,cayandfay are estimated using the whole sample period from &220004 (cayis taken from
Sydney Ludvigson’s home page). In PanetByandtay are estimated using data from 19%2ip to the forecast
quarter. Whilefay is estimated using the ordinary least squagay,is estimated using two different approaches:
(1) a dynamic least squares technique with eight leads and lags where all the leads and lags are in the information
set at the time of forecast (DLS); and (2) ordinary least squares without any leads and lags (OLS).

the real (excess) return, but it improves to 7.8% (6.0%) wilagmeplacescay. When the

predictors are lagged two periods instead of one, the results are qualitatively similar.
Although the results reported in Panel A are based on recursive regressions, the pre-

dictive variablecay (fay) is constructed from a dynamic (ordinary) least squares regression

that uses future data and hence is subject to a “look-ahead” bias. Therefore, Panel B reports

similar forecast comparisons whegy andfay are obtained from regressions that are re-

estimated each period using only data prior to the forecast period. Wjikere-estimated

using the recursive ordinary least squares regression (OLS), the reGajuslestimated

using both an OLS and a dynamic least squares (DLS) technique with eight leads and lags
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Table 4
Root mean square errors and pseu)ﬁofor out-of-sample forecasts of real returns and excess returns ca&yng
andfay for the period from 1978 to 20004

Panel A. Fixed cointegrating vector

Constant  cay,_1 fay,_1 Cay_o fay,_»
Root mean square error
S&P real return ®m749 Q0777 00734 00771 Q00735
S&P excessreturn  .0744 Q0772 Q0737 00766 Q0739
PseudaR? (%)
S&P real return —7.75 401 —5.93 355
S&P excess return —7.63 188 —5.96 152
Panel B. Cointegrating vector re-estimated
Constant  cayP'$ @apPts fay,_, P @Ps @y
Root mean square error
S&P real return ®m749 00830 Q00789 00780 00802 00773 Q00766
S&P excessreturn  .0744 00826 00788 00783 Q0795 00770 Q0767
Pseudar? (%)
S&P real return —22.79 —-11.08 —-8.57 —14.73 —6.50 —4.67
S&P excess return —-2319 —1215 —1052 —14.04 —7.05 —6.09

Notes The table reports the root mean square errors, RMSE, and pR@t(dthich is calculated as one minus the
squared ratio of RMSE from predictive regression usigigor fay to RMSE from regression using a constant),
for out-of-sample one-quarter-ahead forecasts of the real ratarnmd the excess returfi on the S&P Composite
Index for two different forecasts. The column titled ‘Constant’ reports the RMSE using the prior sample mean as
the predictor. The column titleddy; 1 reports the RMSE for a forecast of (r{) usingcay, 1 as a predictive
variable where the predictive regression is estimated by ordinary least squares using all the sample data from
19524 to the immediately preceding quarter; the column titiég _, corresponds to forecasts basedsay, _»
as the predictor. The columns titlé@y are constructed in a similar fashion. The initial prediction period for the
contemporaneous predictors is 1958nd the final one is 2009, the predictions for the lagged predictors start
one (two) period(s) later.

In Panel A,cayandtay are estimated using the whole sample period from 1&220004 (cayis taken from
Sydney Ludvigson’s home page). In PanekByandfay are estimated using data from 19%2ip to the forecast
quarter. Whilefay is estimated using the ordinary least squa€ay,is estimated using two different approaches:
(1) a dynamic least squares technique with eight leads and lags where all the leads and lags are in the information
set at the time of forecast (DLS); and (2) ordinary least squares without any leads and lags (OLS).

given in Eq. (11) in LL'® While the DLS is the theoretically correct approacBy°-S
performs better thaaayPS with a smaller RMSE and a larger pseutd. Again, fay
performs as well asay°-S and slightly better thaoayPS as a predictor for both real and
excess returns. When the two predictive variables are constructed recursively, however, the
forecast power of both variables completely disappears. Nei@genor fay performs as

well as the constant forecast: the RMSE unci&y andfay is larger than that of a constant
forecast, and the pseudt¥ all become negative.

13 The DLS approach yields unbiased parameter estimates in constraagrimyt substantially reduces the
sample size by requiring leads and lags of the first difference term in the regression. The number of observations
in thecayregression increases from 61 to 193 in the OLS but ranges from 45 to 176 in the DLS.
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Table 4repeats the exercise @fble 3except that the first forecast period is delayed
to 19761. A longer sample period should yield better estimates of the cointegrating co-
efficients, so that extending the first period by eight years should improve the results,
especially since the cointegrating coefficients are super-consistent and converge at a rate
proportional tof” rather than the usual’T. Instead, the reverse is found: the pseudds
negative no matter whethéayis estimated using the whole sample or re-estimated using
only data prior to the forecast period. The RMSE from the one-period-ahead forecast using
cay exceeds that from using a constant by more than 3.8% \hgis estimated using
the whole sample and by 5.4% (10.8%) wh@y°"S (cayP-S) is re-estimated using only
data prior to the forecast period. Althoutdy still retains some predictive power when it
is estimated using the whole sample, it also completely loses its out-of-sample forecasting
power when it is re-estimated every period with only available data.

Consistent with the implications from the analysis in the previous section, results from
this section indicate that the cointegration residual hasutaf sampleredictive power
for stock returns. Taken together, these results suggest that the strong in-sample predictive
power ofcayis very likely to be due to the “look-ahead” bias introduced by ex post fitting
a trend within the sample. As a by-product of the out-of-sample analysis, we also find evi-
dence that the cointegration structure as well as the predictive regression may be unstable
over time, the details of which are analyzedHahn and Lee (20019nd are thus omitted
from the current paper.

4. Conclusion

LL have shown that the consumption—wealth residual helps forecast stock returns and
have offered the interpretation that this is due to the ability of the representative agent to
forecast future stock returns and to adjust consumption accordingly. In this paper, we have
shown that a purely mechanistic variabiay, that is constructed using calendar time in
place of consumption, performs as well as, or better than, the consumption based variable,
cay, in predicting stock returns and real interest rates. The predictive power atfdyathd
caycompletely disappears when constructed out-of-sample, suggesting that the in-sample
predictive power of both variables is highly possibly derived from a successful fitting of
the trend in the sample. Thus, the strong empirical results of LL are most likely to be due
to a ‘look-ahead’ bias and should be interpreted with caution.
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